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Eigenmode projection has been used in analysis of the two-dimensional numerical solution of
electron temperature gradient (ETG) turbulence. The secondary Kelvin—Helmholtz instability (KHI)
that breaks up the primary ETG structure at the onset of saturation is found to be associated with
strong excitation of damped eigenmodes and strong energy damping. While the KHI structure
induces some fine scale motions, which can be dissipated by collisional damping, the structure also
damps directly at low poloidal wavenumbers through stable eigenmodes. The latter process is
persistent in time, while the former occurs only transiently at the initial breakdown of the linearly
dominant ETG structure. The persistence of energy damping by stable eigenmodes during and after
the transition is enabled by nonlinear advection of electron pressure. Thus, KHI in this system
couples with electron pressure advection to generate a dissipative structure at low poloidal
wavenumber. © 2010 American Institute of Physics. [doi:10.1063/1.3496394]

I. INTRODUCTION

Plasma microinstabilities saturate by nonlinear energy
transfer to dissipative structures. Because plasma nonlineari-
ties couple different scales, dissipative structures are usually
thought of as a set of scales away from those of the instabil-
ity. Saturation, in analogy with the hydrodynamic cascade, is
then a matter of energy transfer across scales, from those of
the instability to those of dissipation. In years past, when
plasma turbulence was viewed more as a process of nonlin-
ear wave interaction than a cascade, a second type of satura-
tion mechanism was invoked. This involved the postulate
that the nonlinearity coupled the unstable mode to a second
specified collective mode that was damped, and therefore
able to provide saturation. In this type of exercise, the
damped mode was hand picked from established linear col-
lective plasma modes and its dispersive properties were
treated in the saturation analysis. This view has fallen out of
favor as a picture of plasma turbulence has been sought that
is less tied to linear modes and more universal.

However, efforts at understanding the saturation of insta-
bilities believed to govern transport losses in fusion plasmas
have brought damped eigenmodes back into the picture.l_5
The damped eigenmodes are not necessarily special or iden-
tifiable from the literature of collective modes. Rather, they
are whatever linear roots arise in the system of equations
used to model an instability. These roots need not all be
damped, but generally there is at least one, and in some cases
many, that are damped for all wavenumbers. All such roots
are pumped by the three-wave coupling of the nonlinearity.
Their final amplitude in the steady state, and hence their
importance in saturation of the instability, depends on their
linear damping rate and the strength of nonlinear coupling.
Nonlinear excitation of stable eigenmodes has been shown to
govern saturation in the two-field fluid model for collision-
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less trapped electron mode turbulence,’ the three-field fluid
model for ion temperature gradient (ITG) driven mode
turbulence,” and ITG gyrokinetic turbulence.” In gyrokinetics
the number of distinct damped eigenmodes excited is so
large that elements of universality are evident in the satu-
rated state.’ Nonlinearly excited damped eigenmodes have
also been recognized to affect the cross phase of transport
fluxes, including peurticle,3 momentum,6 and heat flux.’

This paper explores the transition from the linear growth
phase to the nonlinear phase of electron temperature gradient
(ETG) turbulence. It examines fluctuation energy transfer
among unstable and stable modes, and an equilibrium. The
term “damped mode” is used interchangeably with “stable
mode,” but we are particularly interested in modes that pro-
vide an energy damping mechanism. The paper deals with
two questions. The first is whether the Kelvin—Helmholtz
instability (KHI) provides a largely conservative route to
small scale dissipation, or whether it creates dissipative
structure at its largest scales through damped eigenmodes.
The KHI is a secondary instability associated with a finite-
amplitude electric potential structure, and is the main mecha-
nism for the transition from a linear regime to a nonlinear
regime in turbulence driven by the ETG instability.7’8 Here
we define KHI loosely by the nonlinear action of E X B ad-
vection of the electron polarization density vg-VVZ¢. As
later recognized, this is consistent with the standard
definition.”” It has been assumed that the KHI transfers en-
ergy conservatively to large wavenumber k where it is dissi-
pated. The second question asks which aspects of the second-
ary KHI and damped eigenmode excitation are persistent
features of the saturation of the primary ETG instability, or
merely transients. Noting that descriptions of the saturation
of the ETG instability have invoked a tertiary instability,7’10
this question ultimately deals with whether the analysis of
the excitation of damped eigenmodes describes long-time
properties of the saturated state. These questions are investi-
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gated numerically with a two-dimensional (2D) reduced fluid
model of the ETG mode.

Due to the possibility of significant excitation of damped
modes, the energy dynamics of KHI might be expected to be
more complex than assumed previously. Because they have a
dissipative structure even at low poloidal wavenumber, the
damped modes may be large enough to dissipate the fluctua-
tion energy at a rate that is comparable to high-k dissipation.
To investigate this possibility, detailed examination of the
energy dynamics is required. The energy dynamics is ana-
lyzed at each wavenumber and separated into contributions
associated with unstable and stable eigenmodes, allowing de-
termination of the relative partition. The rates at which en-
ergy is injected into the turbulence, transferred, and removed
from the turbulence are also tracked. Accounting for the en-
ergy dynamics among eigenmodes at each wavenumber
gives a complicated but more complete picture of ETG satu-
ration. The picture includes the roles of E X B advection of
vorticity and electron pressure fluctuations during the transi-
tion. It should be noted that the word “dissipation” in the
paper refers to energy damping of fluctuations, including
both the cross-correlation, which gives rise to instability (sta-
bility) and sustains waves, and collisional damping, which
produces irreversible dissipation in the thermodynamic
sense. The relative contributions of collisional diffusivities
and cross-correlations will be described toward the end of
the paper.

The remainder of the paper is organized as follows. Our
simulation model and method are described in Sec. II The
energy equations are constructed and the energy transfer
rates and growth rates, the main tools for our analysis, are
defined and described in Sec. III. The detailed analysis of the
role of damped modes is given in Sec. IV. The obtained
results are summarized in Sec. V. Full mathematical expres-
sions for the energetics analysis are given in the Appendix.

Il. MODEL AND SIMULATION

In the sheared slab configuration, the equilibrium mag-
netic field is

X—X()A
L y>, (1)

s

B = Bobo = B()(ZA +

where L;=¢q(dg/dr)™! is the magnetic shear gradient length.
The derivative along a field line has the contribution from
the background and perturbed magnetic field in the form
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Advection by the E X B velocity is given by
v Vé=[¢.¢]. (3)

Phys. Plasmas 17, 112306 (2010)

Using the notation of Egs. (2) and (3), the electromag-
netic ETG model®'"'? is
2 p
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where 7,=L,. /Ly, is the ratio of the gradient lengths, L, ;
and R are the gradient lengths of electron density, tempera-
ture, and toroidal magnetic field, and €,=L,/R is the ratio of
the diamagnetic drift frequency to the magnetic drift fre-
quency. The electron plasma beta 3, is the ratio of the elec-
tron thermal pressure to the magnetic pressure. Also, note
that (x,y) is normalized by the electron gyroradius p,
=(m,T,)"?/eB, z by the density gradient length L,, and time
t by L,/vyg,, where vy,=(T,/m,)"* is the electron thermal
velocity. The model includes the collisional diffusivities (hy-
perdiffusivities) for electrostatic, magnetic, and pressure
fields. The coefficients are set to O(1) in the following simu-
lations. In the following equations, the collisional diffusivi-
ties may be not displayed, but all analyses, both nonlinear
simulations and eigenmode calculations, include them. The

fluctuations ((Abfi, 8p) are normalized as follows:

R S
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The model describes the ETG mode at the electron gy-
roradius scale kp;l ~1 in the high density limit, kA, <<1.
Finite Larmor radius (FLR) effects are included as first-order
corrections and FLR stabilization is approximated in the vis-
cous term. The model has the curvature effect and electron
compression from the toroidicity.

From Egs. (4a)—(4c), the energy evolution for each field
is given by

dE Jd dE
EQ =(¢V,\VIA) + en< ¢£> - §<¢[A,V1A]> + E@ ,
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dr r
B, i o, 9E
—(p[A, V- A —£| 6
+ o @lAVIAD TR (60)
where
E¢:%<T|¢|2+|VL¢|2>3
1
EA=E<§|VJ_A|2+|V3_A|2>7 (7)

1
E = —(|p]
» ZF<|p| )

and the (---) brackets represent the spatial average and
d/dt|,, represents the decay rate of the collisional diffusivi-
ties. The quantity E 4 is the electrostatic potential energy and
electron perpendicular kinetic energy, E, is the electron par-
allel kinetic energy and magnetic field energy, and E, is the
electron pressure energy. The system is taken as periodic in
the y domain. The total energy evolves according to

dElm_(lw )< a_¢> dE,,
— = —"+¢,7|\ -p +—

8
dr r dy dr ®

D
The quantity in brackets is the electrostatic thermal flux ¢,

=(.p)=(p(=/ ).

The model is implemented in the code as

) )
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(9a)
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where QZ(T—Vi)d) is the “effective vorticity” fluctuation,
and J=(B,/2—V%)A is the “effective parallel current” fluc-
tuation.

The simulation code is written with the Fourier—
Chebyshev pseudospectral method,”® with Gauss—Lobatto
points x,/L,=cos(wmn/N,) where n=0,1,...,N,. With
Chebyshev polynomials in the radial direction (x) and Fou-
rier series in the poloidal (y), any field of £ is expressible as

Ery) = femTe(f)exp(izmy>, (10)

{mn X Ly

where T¢(x/L,) is the €th-order Chebyshev polynomial and
the domain of x is [-L,,L,]. The boundary conditions in the
radial domain are

HEL)=U(*L)=A(£L,)=J(*xL)=p(*L,)=0.

The time integration of the fluctuation ({2,J,p) is imple-
mented with a third-order Adam-Bashford method (AB3)
with the backward Euler method.'> The diffusion-like terms
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,uViQ, nhUViJ, and x LVip are advanced implicitly with
the backward Euler method, and the other linear and nonlin-
ear terms are advanced explicitly with AB3.

Given k,=2mm/L,, the eigenvalue problem is written in
the form

>
Sy S S~
S Sn ~a S
Sy~ S O
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Sy S O S S
DR T~ D
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1
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0 -1 0 0 L] \A A

where / is an identity matrix and the submatrices I:ij and l_,i
are of the second-order derivative.

Since the derivative of an nth order polynomial is of
order (n—1), the fields ) and J are polynomials of order
(n—2). The total matrix size is (5N,+1)X(5N,+1).
While the size of the matrix is larger than the size
(BN, +3) X (3N,+3) of the original form in (¢,A,p), the
norm ||L|l.~N? of the current form gives better numerical
results than the norm ||L|l..~ N7 of the three-field form.'* The
two bottom rows are replaced with the corresponding bound-
ary conditions Ei-g. In addition, it must be noted that the
left-hand side of the matrix is singular. The eigenvalue prob-
lem becomes a generalized eigenvalue problem Ax=ABx
with a singular matrix B. The QZ algorithm suitable for a
generalized eigenvalue matrix is implemented with use of
the relevant LAPACK subroutines. The code is parallelized on
shared memory with GOTOBLAS2 (Ref. 15) supporting the
OPENMP LAPACK library. The numerical accuracy of an eigen-
vector is checked by the convergence of the eigenvalues,16
and the orthogonality of left and right eigenvectors.

The left and right eigenvectors 7; and £; for each eigen-
value \; satisfy

LL=N\MT, FL=N7M, and 5M{=5;  (12)

where J;; is the Kronecker delta. The eigenvector 7" is the
transposed, complex conjugate of the vector 7. Using ¢; and
7;, a fluctuation £ is decomposed into the eigenmode basis,
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Z= 2 aiZi and a;= 7737‘712 (13)

i

lll. FORMULATION OF ENERGETICS

In k space, the set of energy evolution equations is

dE (k) . «
_d¢t_ = ky€, Im pyepy — kK3 Tm Ay

+ Re{ ([¢,Vi Pl - f[A,ViA]k)@i}, (14a)

dE, (k) P
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+Re{([¢,ViA]k— Blag- L) kiAi)},

(14b)

dr r
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where

Eyk) = 3[(7+K2)|$*],

EA(K) = ﬂ(f +ki>kilA|2},

and

2
()

From Egs. (14a)—(14c), the linear and nonlinear contri-
butions to the rate of energy change can be distinguished
according to

dE(£.k)

dr

= FT(§7k) = FL(gvk) + FN(g’k)’ (15)

where £= ¢, A, p, and the explicit expressions of I'; (¢,k) and
I'n(€,k) are given in Egs. (A1)-(A3) of the Appendix. The
linear and nonlinear energy transfer rates I';(&,k) and
I'n(€,k) are the contributions to the energy evolution by lin-
ear and nonlinear terms. It is noted that I'y=2,I'y(&,k)
=0 in accordance with energy conservation.

The total, linear, and nonlinear energy transfer rates of a
wavenumber k are the sum over the total, linear, and nonlin-
ear contributions of each field, I't | n(k) == "1 n(§:K). The
“linear energy transfer rate” I'; (k) is the quadratic contribu-
tion to the energy evolution in a wavenumber by the cross-
correlation terms which give rise to drift instability and sus-
tain linear drift waves, and the viscous damping terms which
produce thermodynamic dissipation. At infinitesimal ampli-
tude, I' (&,k)=yE(€,k), where v, is the linear growth rate
of an eigenmode. At finite amplitude '} (¢,k) # y,E(£,k), in
general, because the cross phases of the correlations
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Im py b, Im Ag ey, and Im A;p; that govern I' (&,k) are no
longer determined solely by the most unstable eigenmode.
Therefore, I'((k) is the finite-amplitude induced energy
transfer rate between the wavenumber and the background.
When I'} (k) >0 the energy is injected into wavenumber k by
the amplitude-dependent growth rate from the energy avail-
able in the background gradient.

The “nonlinear energy transfer rate” I'y(k) is the cubic
contribution to the energy evolution at wavenumber k by
nonlinear interaction among the wavenumbers. The condi-
tion I'y >0 represents that the nonlinearity is transferring net
energy into the wavenumber k. The conservative nature of
the nonlinear interactions gives 2,I'y(k)=0, so that the non-
linear interactions redistribute the energy among the wave-
numbers. The “total energy transfer rate” I'p(k)=I"j (k)
+I'x(k) is the total rate of the energy change of a wavenum-
ber. The total energy transfer rate of a fluctuation at the
wavenumber k that is increasing in time is positive whether
it is unstable (I' (k) >0) or receiving net energy from non-
linear transfer (I'\(k) >0). For the whole system of fluctua-
tions, 2 '1(k)=2,I"1.(k) is valid since 2;I'y(k)=0.

Growth rates with units of t~! are defined as

I'i(&k
YI(gvk) = %7 YI(k) = E 7i(§7k)7 and
k ¢
(16)
1
i= o Fi ’k s
y Ewt% (£k)

where i=T,L,N. As discussed above, the total, linear, and
nonlinear growth rates yrp N are different from the linear
growth rate 7y, of an eigenmode. The definitions give that
vr(ko)=v.(kg)=7, when the most unstable mode of the
wavenumber k is dominant in the linear phase and the linear
growth rate of the mode is v,.

The meaning of each growth rate can be illustrated by
Kolmogorov-type steady turbulence. In the steady state, the
total growth rates at the energy injection scale k=k; and the
energy dissipation scale k=k, are statistically zero and

yr(ky) =0= vy (ky) + wiky), = (k) == w(k) >0,

yr(ky) = 0=y (ky) + w(ka), = y.(ky) == w(ky) <O,

where 7y, (k;) includes the external forcing. The energy in-
jected at k=k;, y.(k;)>0, is transferred out of the mode
k=k; by nonlinear interaction, yy<<0. At k=k,, the energy
transferred to k=k, nonlinearly, yn(k,) >0, is dissipated by
viscosity, y;.(k,) <0. It should be noted that yy(k;) <O and
Yn(ky) >0 do not mean the energy is transferred directly
from k; to k,. These inequalities simply represent the instan-
taneous snapshot of energetics at two wavenumbers.

The energy transfer rates and growth rates can be de-
composed in terms of eigenmodes. Using Eq. (13), the fluc-
tuations are written as
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&= > &(n), (17)

where the mode number n represents the nth eigenmode of
the wavenumber k. Applying 7:M in Eq. (12) to Egs.

(4a)—(4c) and multiplying by ¢;(n’), the energy evolution of
the electrostatic potential is represented as follows:

%E¢<k,n,n') =G+ ki)d%Re{¢k<n>¢:<n')}

1 .
- E{Im{kyenpsz(n’) — kI A y(n))

+Re{<[¢,Vi¢]—§[A,ViA]) ¢>:;<n'>H
k.n

+(n—n'),

where (n+>n') represents the term with n and n’ switched in
the preceding term. This quadratic term depends on both

eigenmodes n and n' because the right eigenvectors {; are
not orthogonal to each other.

To make matters simpler, the energy equations are
grouped into two components of the linearly unstable part
and linearly stable part as follows. The fluctuation is split
into (1) of linearly unstable modes (Re \;>0) and (s) of
linearly stable modes Re \;=0,

b= Gw) + §(s), (18)
where
Zk(u) = 2 aiZk(i)’ Zk(s) = 2 aiZk(i),

Re \;>0 Re \;<0

and
a;= TDOME T DMED).

Therefore, the energy equations are

rTuu(g’k) = rLuu(g’k) + FNuu(gvk)’ (193)
rTus(g’k) = FLus(g’k) + FNus(‘fak) > (19b)
FTss(g’k) = FLss(gsk) + FNss(g’k)s (190)

where ¢=(¢,A,p), and the explicit expressions of I'; ,,» and
I'xnn are given in Egs. (A4)—(A6) of the Appendix. Similar
to Eq. (16), the growth rates are defined as

I'..(&k
%j(f,k) = ‘lz(ég)%j(k) = E %j(f,k) and
k 3
(20)
1
Yii= Em% I';(&k),

where i=T, L, and N, and j=(uu,us,ss). E is the total en-
ergy of the wavenumber k.

It should be noted that y;(k)=2,y,(k). The breakdown
given by Egs. (19) and (20) reveals details of the dynamics
otherwise not evident. For example, it could address which
of the following outcomes might be in force for an unstable
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FIG. 1. Radial structures of electrostatic potential ¢ for k,=0.6. The three
unstable modes are plotted in the top panel and the three stable modes,
localized in the same region as the unstable modes are shown in the bottom
panel. Solid and dotted lines represent the real and imaginary components of
the fluctuations.

mode (¥4, >0). Assuming the mode is found to lose energy
by spectral transfer to other wavenumbers of the unstable
eigenmode (yn,,<0), the amplitude would be decaying if
Y1 <0, or its exponential growth would be slowed if 7y,
> ¥rwu>>0. The condition vy, >0 would indicate energy
transfer to stable eigenmodes (y;<<0) at the same wave-
number with the condition yr, >0 indicating that they grow
exponentially. These diagnostics are particularly telling in
transient situations such as the onset and evolution of the
KHI. However, even in a steady state where y; =7y, the
decomposition into stable and unstable eigenmode compo-
nents can describe energy branching ratios between these
two components.

The energies, energy transfer rates, and growth rates as
decomposed in the eigenmode basis include the mixed terms
I',s and 7, The linear growth rates of unstable and stable
modes y;,, and vy are positive and negative definite, re-
spectively, but the mixed term 7, can have either sign. It is
important to include this term in analysis and interpretation
of results. In this paper, when the stable term 7; ,, and mixed
term 7, have the same sign, these two terms are shown
combined as y+ 7y, for simplicity. If, however, the terms
have opposite signs and partially cancel, both terms are
shown separately.

IV. NUMERICAL RESULTS

The description of the stable eigenmode is investigated
in 2D simulations with Vz=isxk_‘,, i.e., k,=0. The main simu-
lation has a resolution of (N,,N,)=196X96, a box size of
(2L,,L,)=(100,207), and parameter values €,=0.3, 7,=3.0,
B,=0.01, and s=0.2. This parameter set is relevant because it
has a hybrid scenario-like flat g-profile with low magnetic
shear."”

Figure 1 shows the radial structures of the electrostatic
potential of the eigenmodes for k,=0.6. Each plot is labeled
by the linear growth rate v, of the eigenmode. The top three
panels are the radial structures of the three most unstable
modes and the bottom three panels are stable modes. For the
most unstable mode, the electrostatic potential and electron
pressure have even symmetry around the resonant point x=0
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FIG. 2. (Color online) Total energy evolutions (green, dot-dashed) are
shown in the linear scale (right) along with the energies E, (black, solid), E,
(red, dotted), and E, (blue, dashed) [see Eqs. (7) and (8)].

while the magnetic potential has odd symmetry. The width of
the electrostatic potential is Ax~20p,. The second unstable
mode has the opposite symmetry. It is noted that the stable
modes are localized to the same radial regions as the unstable
modes, and hence are expected to play a crucial role in satu-
ration by damping the turbulent energy of the excited un-
stable modes. The number of the unstable eigenmodes ob-
tained ranges between 5 and 7 for k,=0.1-0.9. These
unstable modes trace out the energy evolution dE/dt and the
heat flux g, in the linear phase at each k,. In practice, the
unstable fluctuation of each k, is calculated from the eigen-
mode projection and subtracted from the fluctuation of each
ky to obtain the stable fluctuations.

Figure 2 shows the time history of the total energy. It
reaches a maximum at r=73, starting from randomly initial-
ized fluctuations. As expected, the initial evolution is linear
until #=60. Nonlinear interaction becomes significant at
t=60 as evident in Fig. 3. Between =60 and 73, the total
energy growth slows down to zero due to nonlinear interac-
tion, and after the peak, the total energy is reduced by 50%
and reaches saturation.

The role of KHI is investigated in the current work by
examining the evolution with and without the E X B advec-
tion term [g{),Vzl ¢] of Eq. (4a). This term is conservative,
hence removing it does not directly affect energy input or
dissipation. It does remove the Kelvin—Helmholtz secondary
instability driven by v VV2¢,, where ¢, is the amplitude of
the unstable mode after it has grown to where the Kelvin—
Helmholtz instability condition is satisfied. Moreover, the
dynamics without the E X B convection in Eq. (4a) lacks the
spectral transfer of potential energy associated with
[(;S,VzL ¢] and nonlinear cross phase decorrelation. However,
because pressure fluctuations are larger than vorticity V¢,
the decorrelation is supplied by the pressure advection non-
linearity, even when [¢,Vi¢] is removed. Therefore, the
primary role of the term [¢,V? ¢] is to produce secondary
KHI represented by vz- VV2,.

At the most unstable wavenumber k,=0.6, the total
growth rates of electrostatic potential yr(¢) and electron
pressure yr(p) in the linear phase are seen to be 0.05L,/vy,
and 0.2L,/vy, from Fig. 3. We focus on Fig. 3(d), which
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FIG. 3. (Color online) Total, linear, and nonlinear growth rates of y; (black,
solid), ;. (red, dotted), and 7y (blue, dashed) in time: (a) for the total
energy, (b) the electrostatic energy, (c) the magnetic energy, and (d) the
electron pressure energy [refer to Eq. (16)].

most clearly shows the effects of KHI. The KHI term is
included in the runs of Fig. 3. At t=60L,/vr,, the EXB
advection of electron pressure starts to be effective in trans-
ferring instability-driven fluctuation energy to the modes
with k, #0.6. Accordingly, the total growth rate of pressure
vr(p,) is reduced due to the nonlinear energy transfer yx(p,),
while the linear growth rate remains at the level of the linear
stage. At r=73, the transition from the linear to the turbulent
state occurs, as noted by the onset of rapid variation in
growth rates. When the KHI term is not included this transi-
tion occurs at a later time, after r=80. However, once the
transition occurs, there is rapid variation in the growth rates
and yp(p) # y.(p), regardless of whether the KHI term is
present or not. This indicates that the KHI enables the tran-
sition to turbulence, but the turbulent state, once induced, is
largely insensitive to vorticity advection. More will be said
about the KHI when Fig. 9 is presented. Pressure advection
is clearly a significant player in the nonlinear state. Note that
while the pressure growth rates oscillate, the energy injection
rate y; (k,=0.6) is negative and the nonlinear transfer rate is
positive, yy(k,=0.6)=0. This means that the wavenumber
ky=0.6 of maximum instability in the linear phase becomes
an energy sink in the nonlinear phase, fed by conservative
nonlinear energy transfer. The negative injection rate indi-
cates not just that damped eigenmodes are excited, but that
they damp energy faster than the injection of energy by the
linear growth rate for the wavenumber at k,=0.6.

A slightly different view of the transition is given in Fig.
4, which shows the eigenmode decomposition of total and
linear growth rates. The unstable modes are dominant in the
linear phase r<<60 as expected, as indicated by the similarity
of <y, and yr for +<60. At =60 the growth rate of total
energy peaks and turns over as modest damped eigenmode
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FIG. 4. (Color online) Time evolution of . r (solid), ¥ r,, (dotted), and
YiTus+ Y1 (dashed) [refer to Egs. (16) and (20)].

excitation in 7y + Y. begins. Stable modes yr >0 are ex-
cited by nonlinear interaction among the eigenmodes at
t> 60 with a rate comparable to yy,,. These rates are smaller
than the growth rate during the linear phase and oscillate as
in Fig. 3. At r=73 there is a sharp drop in y; and a diver-
gence from 7;,, corresponding to a sharp uptick in the rate
of dissipation by damped eigenmodes (Y s+ Vius)-

The electrostatic potentials at t=70 and #=76 are shown
in Fig. 5. During the transition, the radially elongated struc-
ture of Fig. 5(a), which is the reminiscent of the unstable
linear structure, is converted to the vortex-like structures of
Fig. 5(b). This transformation is not seen in the simulation
without the KHI term. This confirms the presence of KHI in
the transition at r=76. The significant modification of the
radial coherence scale length implicit in Fig. 5 is accompa-
nied by the steep reduction in the heat flux. There is little
change in the energy spectrum. Broader radial structures
with short radial correlation are indirect evidence of the dis-
sipative structure created by the mixture of unstable and
stable eigenmodes in the wavenumbers of the linear instabil-
ity.

The linear drive 7 ,, by unstable modes is the source for
turbulent energy. The energy dissipation rate y; (; by damped
modes is negligible in the linear stage (1<<60) shown in Fig.
4(b). Around t=60, the dissipation by damped modes be-
comes non-negligible and the dissipation becomes critical
beyond #=70. In the steady and turbulent stage, the linear
energy transfer rate of unstable modes is balanced by the
linear energy transfer rate of stable modes.

In Figs. 6-8 we examine the wavenumber properties of
the energetics for the linear, transition, and nonlinear phases.
The linear stage is shown in Fig. 6, which is taken from an
average between t=40 and r=60. The dynamics is dominated
by the most unstable modes, which lie between ky=0.3—0.8.
At lower and higher k,, the damped modes are excited sig-
nificantly. However, from Fig. 4, the total energy dissipation
is negligible because the energy of the damped modes is

(2) (b)
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FIG. 5. (Color online) Contours of electrostatic potential (a) at r=70 and (b)
at =73 after the linear structure is broken by KHI.
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FIG. 6. (Color online) (a) Total growth rate yr(k,), (b) linear growth rate
7.(ky), (c) nonlinear growth rate yy(k,), and (d) energy transfer of stable
modes at r=40-60.

minuscule. A part of the linearly driven energy is nonlinearly
transferred to the damped mode at k,=0.1, as inferred from
Figs. 6(b) and 6(c). The energy transfer associated with
stable modes is shown in Fig. 6(d). Nonlinear transfer domi-
nates at k,=0.1, with 40% of the energy transfer rate dissi-
pated by damped eigenmodes. Still, 'y (0.1) =2 is insignifi-
cant compared with the linear energy transfer rate at k,=0.1,
whose value is I';,, = 60. Consequently, the damped modes
play a negligible role in a complete picture of the linear
phase, consistent with I';,,(0.6)=T"1,,(0.6)=I"; =I'r.

As we saw in Fig. 4, significant damped eigenmode dis-
sipation occurs in the transition to saturation when total en-
ergy growth slows down. The detailed energy analysis is
shown in Fig. 7, which depicts the energetics between
t=70-73. The total energy input into the system is still
dominated by unstable modes around k,=0.6. This is evident

(a) (b)
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FIG. 7. (Color online) (a) Total growth rate yr(k,), (b) linear growth rate
7.(ky), (c) nonlinear growth rate yy(k,), and (d) energy transfer of stable
modes at r=70-73.

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://php.aip.org/php/copyright.jsp



112306-8 J.-H. Kim and P. W. Terry
(a) (b)
t=73.0~ 76.0 t=73.0~ 76.0
04p 1 04f H
“{TZE 0.2 i

A Yrus oo 0.0p--m-es= T

f o s

0.2
0.0
_____ -0.4 T é
0.2 -0.6F %:
-0.8F Yo
0.4L ] -1o0b H
00 02 04 06 08 1.0 00 02 04 06 08 1.0
KyPe Kype
(c) (d)
t= 73.0~ 76.0 t=73.0~ 76.0
05 3 e 3
””” Iiss

0.0

-0.5F 1

rno*
o O~ MNMONANO®
b ; IRTRRREY

00 02 04 06 08 1.0 0 02 04 06 08 1.0
Kype Kype

FIG. 8. (Color online) (a) Total growth rate yy(k,), (b) linear growth rate
v(ky), (c) nonlinear growth rate yy(k,), and (d) energy transfer of stable
modes at =73-76.

from the peak of v at k,=0.6 in Fig. 7(b). The energy input
into the system by the linear instability at lower k,=0.3 and
higher wavenumbers k,=0.8 is canceled by energy dissipa-
tion from damped eigenmodes at the same wavenumbers.
Therefore, the wavenumber range of energy injection is nar-
rowed. However, Fig. 7(a) shows that the mode energies of
damped and unstable modes are excited over the whole spec-
trum. From Fig. 7(c) it is seen that there is significant non-
linear energy transfer away from the unstable eigenmode at
ky=0.6 and into stable modes at the same wavenumber. Fig-
ure 7(d) shows that the energy dissipated by the damped
modes at k,=0.6 accounts for 60% of the nonlinearly trans-
ferred energy. Net energy input is only 20% of the value
predicted by the linear growth rate. Most of the slowdown of
total energy growth seen between r=60 and 73 is attributed
to nonlinear energy transfer to the damped modes. However,
that transfer excites the damped eigenmodes and allows them
to dissipate some energy. The transfer energy is quantified by
vy in Fig. 3(a), while the amount dissipated by damped
eigenmodes is quantified by the rate y; (+ Y1, in Fig. 4(b).

At t=73, the total energy reaches its maximum and de-
creases rapidly, as noted previously in discussing Fig. 2. The
energy decrease is due to nonlinear transfer and dissipation
by damped eigenmodes. From Fig. 8 we observe that while
the unstable eigenmodes continue to inject energy
YLuu(ky=0.6) >0, the injected energy at k,=0.6 is transferred
away, Ynuu>> — YLue and the damping rates from stable eigen-
modes are as strong as the energy injection rate i o+ Vi
=~ w- While the low k, modes are growing, all the wave-
numbers for k,>0.4 are decreasing in Fig. 8(a). All of the
energy transferred into stable eigenmodes is dissipated, as
seen in Fig. 8(d).

There are two distinct nonlinear processes acting in the
saturation of the ETG instability. The first process is fast
disruption of the unstable modes associated with the rapid
transition of Fig. 4 from the linear state to the nonlinear state
with yr=0. The second process is related to slow excitation
of damped modes, which typifies the steady-state saturated
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FIG. 9. (Color online) Total growth rates yr(k,) without (a) vorticity advec-
tion and (b) pressure advection 7> 60. Compare with Fig. 4(a).

turbulence after the transition. To investigate which nonlin-
ear term in Eqs. (4a)—(4c) is relevant to each nonlinear pro-
cess, one or the other of the convection terms v;-VV?¢ and
vy Vp is turned off at different times in the simulations.
When the term vg-VV2¢ is turned off at 1<<73, before the
energy of the unstable modes reaches the maximum, the
rapid transition from the linear to the nonlinear state does not
occur. Figure 9(a) shows that the total growth rate of the
unstable mode decreases steadily in time toward yr=0, but
the reduction is not as rapid as it is with the convection. The
nonlinear energy transfer from the unstable modes at k,
=0.6 to the damped modes is not strong enough to immedi-
ately saturate the linearly unstable modes, i.e., yp,, >0, or
equivalently ¥ > —¥Nu >0 at k,=0.6. The weakening of
nonlinear transfer with v - VV2¢ turned off is noted from the
value of Yy, When vg-VV?¢ is turned off at =71, yxy, iS
lowered by 20% at t=71.5.

Weakened nonlinear transfer is also seen in the case
where the term v;-VV2¢ is turned off at =73, the point in
Fig. 4(a), where the energy of the unstable modes starts to
decrease, I'p,,<0. In this case the dissipation rate by the
damped modes remains as large as the drive of the unstable
modes (Y s+ Vius=—YLuw)» and both have similar values to
those of Figs. 4 and 8. While these quantities at t>73 are as
large without the convection as with it, the total growth rate
of the unstable modes vy, remains at 0.1 compared to
Yrau ~ 0 in Fig. 4(a). By inference from y1yu= Yiuut Yuw the
nonlinear transfer of energy from the unstable modes has
become weaker without the convection. Similarly, the non-
linear transfer into damped eigenmodes is also weaker. Be-
cause of this weaker transfer, k).=0.6 is still the dominant
wavenumber, even after the damped modes assume a promi-
nent role. Even though other wavenumbers are significant in
the wavenumber spectrum, the wavenumber ky=0.6 is
clearly distinct, an attribute associated with the linear phase.

We can also turn off the E X B advection of electron
pressure [¢,p,] at the different times. The results are very
different from those in which the E X B advection of vortic-
ity is turned off. After a transient there is little evidence of a
lasting transition. In the transient there is suppression of the
unstable mode and large dissipation by damped eigenmodes,
as seen in Fig. 9(b). However, after the transient, while the
linear rates ¥p, Yiuw and 7Y+ Ve are similar when the
advection of pressure is present, the nonlinear transfer rates
are weaker by a factor of 5. Consequently, the damped
modes are reduced since the nonlinear energy transfer to
damped modes is too weak to compensate the energy dissi-
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FIG. 10. (Color online) (a) Linear energy transfer rate I' (k,) and (b) non-
linear energy transfer rate I'y(k,) at 1=84-97.

pation by the damped mode, ¥ o <—Vng <0 SO Y1 <0. The
suppression of unstable modes disappears within five time
units, and the dynamics is governed by the linear growth of
the unstable modes. We summarize the results of the numeri-
cal experiments that switch on or off the nonlinear terms
associated with E X B convection of vorticity and pressure.
E X B convection of the vorticity is responsible for triggering
the transition from the linear phase to a saturated state. It
provides a prompt suppression of the instability drive y; in
which the growth rate of unstable modes is balanced by the
dissipation rate of stable modes. This suppression is sus-
tained for long times only by the pressure advection. If E X B
vorticity is artificially suppressed, pressure advection even-
tually leads to a saturated state, but the approach tends to be
more gradual.

By =84 the simulation is close to the saturated steady
state. A steady state corresponds t0 Yr=Yruwu= Y1uu= Y1us=0
statistically. Each of these rates is zero by virtue of a balance
between energy injection or dissipation and conservative
nonlinear transfer. For vyp,, it is a balance between the
growth rate of the unstable modes and nonlinear transfer out
of these modes. For yg,+ 1, it is a balance between non-
linear transfer into damped modes and the dissipation of
these modes. From Fig. 10, which shows energy rates in
saturation, it is confirmed that in the decompositions of I'y
and I'| into unstable (uu) and stable (ss) components, the
unstable and stable components balance to within 10% for
k),20.2. An interesting feature of the saturation is the coin-
cidence of the total linear and nonlinear energy transfer rates
with the mixed energy terms above ky=0.2. This feature, i.e.,
I'y=T\y and T’y =T, indicates that the linear energy
drive I';,, and the nonlinear energy transfer I'y,, out of the
unstable modes are balanced by the linear dissipation I'j
and the nonlinear energy transfer to the stable modes @'y,
ie., I+l e=0 and I'y,,+1'ng=0. Along with the con-
ditions of a steady state, I'ty,=T'1+I'nw=0 and D'y
=0+ 'nes=0, the feature suggests that the linear drive by
unstable modes is balanced by nonlinear energy transfer,
INw=-Tnw>0, and the energy transferred nonlinearly
from the unstable modes to the stable modes is dissipated by
the linear dissipation by the stable modes,
=I"nes = —T'1s < 0. This aspect of saturation may prove help-
ful in analytic work and will be considered further in future
work.

The understanding of KHI as a secondary instability of
the primary ETG instability requires that the KHI excite the
secondary modes with k,/ky<<1 and the poloidal width of
the mode Ay/p,~ kop., Where k is the poloidal wavenumber

_FNuu
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FIG. 11. (Color online) (a) Energy transfer rates I';, I' s, ' <> and ' =
where the subscripts of <and> represent the sum of the linear energy trans-
fer rate by stable modes over the wavenumbers where there exist unstable
modes (low k,) and where there only exist stable modes (high &,).

of the most unstable mode.” In terms of our analysis, KHI
corresponds to a nonlinear energy transfer to wavenumbers
of kyp, < (kop,)~'=1.6 from kyp,=0.6, and the formation of
small-scale radial structures in electrostatic potential. There-
fore, we examine the energy damping by the damped modes
according to a division into low and high wavenumbers, k,.

Figure 11 shows how much of the energy is dissipated at
wavenumbers in high and low k, ranges. I'; - and I’
represent the summation of FLSS(k;,) for ky=1.1 and k,> 1.1,
respectively, where k,=1.1 is the largest k, for which an
unstable mode exists. The energy transfer rates are normal-
ized by the linear energy input by the unstable modes Iy .
In the period leading up to the peak and to saturation, all
dissipations are increasing in magnitude. During this time the
contributions from low k, stable modes I'; ; and the mixed
term I',, cancel one another. At the peak of the energy, the
energy dissipation by the stable damped modes increases at
both low and high k, wavenumbers. The momentary increase
of the damping at both the low and high k, wavenumbers is
consistent with the narrow poloidal structures of secondary
modes in Ref. 7. However, the dissipation by high k, wave-
numbers is significant only during the transition. Even at this
time where I'[ - is at its maximum value, I'; . is larger.
Thereafter, as the system transitions to the turbulent saturated
state, the damped modes at low k,, strongly dominate energy
dissipation. The fluctuation energy does not reach very far
into the short wavelength range, as evident in Fig. 10. En-
ergy sources and energy dissipation coexist at the same
scales.

While the role of the damped modes as a fluctuation
energy sink has been emphasized, it is natural to ask about
the ratio of damping from the cross-correlation relative to
that of the collisional diffusivity terms. Figures 12(a) and
12(b) show energy transfer decomposed into cross-
correlation terms (denoted by “C”) and diffusive terms (de-
noted by “D”). These are further broken down into portions
associated with unstable and stable modes. In Fig. 12(a) we
observe that the diffusive damping of the stable modes be-
haves as the linear energy transfer rate of the stable mode at
high ky, I't . It is active during the transition but becomes
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FIG. 12. (Color online) (a) Time evolution of the linear energy transfer rates
I'y=I'c+I'p, where C and D represent the correlation terms and the viscous
terms. (b) I'c and 'y are normalized by the cross-correlation of unstable
modes I'c,.

low thereafter. In Fig. 12(b), quantities are normalized to the
energy transfer of the cross-correlation of unstable modes.
The nearly constant trace for the diffusive damping of the
unstable modes shows the high degree of temporal correla-
tion with the cross-correlation of unstable modes. It indicates
that this damping is the collisional dissipation intrinsic to the
instability and therefore tied in some form to instability
scales. For long times the cross-correlation of stable modes
(I'ces+eys) 1s then seen to be the primary balance for pur-
poses of saturation to the instability (combination of I'¢y,
and I'p,,). Therefore, the dominant role of the stable mode of
low poloidal wavenumber in the energy damping is derived
from the cross-correlation, rather than from its diffusive con-
tributions.

The notion of breakup of the primary ETG instability by
secondary KHI is useful for obtaining an amplitude threshold
for the transition from the linear to the nonlinear state. How-
ever, the secondary instability is intrinsically transient. It
must saturate at finite amplitude in a transition from its linear
behavior, either through tertiary instability (also transient),
modification of the electrostatic structure of the primary
mode that sustains it, or some other nonlinear effect. As a
transient the secondary instability is not a characterization of
the time asymptotic nonlinear state. On the other hand, non-
linear energy transfer from the primary mode to other modes
over a range of wavenumbers is a complete and persistent
process, beginning with the excitation of the secondary
mode, and continuing in evolving form into the nonlinear
state. When time evolving energy transfer is tracked across
stable and unstable modes (with lower growth rates than the
most unstable mode), and tagged to the separate nonlineari-
ties of vorticity advection and pressure advection, a more
complete picture emerges. Central to this picture is prompt
breakup of the primary structure by the transient nonlinear
transfer of vorticity advection. This excites large and small
scale dissipative structures associated with damped eigen-
modes. This is followed by persistent nonlinear energy trans-
fer to large scale damped eigenmodes through the pressure
nonlinearity, sustaining the nonlinear state.

The excitation of damped modes generally induces a
contribution to transport that is inward, just as unstable
modes produce outward transport. Even though the fluctua-
tion energy in the nonlinear simulation is still growing for a
long time at the rate of 5% of the linear phase growth rate,
there is approximately a steady state for heat flux. Here we
describe the heat flux and the fluctuation energy in a steady
state with damped modes in play. Assume that there are no
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FIG. 13. (Color online) Heat fluxes (a) in time (b) in the wavenumber &,
averaged in the steady state, total and by unstable modes, mixed, stable
modes.

mixed energy terms of stable-unstable modes. The energy
evolutions are

dE, (c,-D,)+N. dE, (C,~D,)-N
= — =+ R = - ) — R
dr u u dr s K

where the subscripts u,s represent the unstable and stable
branches, and C and D are the contributions of the cross-
correlation and the diffusive damping as in Fig. 12(a). The
nonlinear energy term N is conserved. In a steady state, C,
=(-C,)+D,+D,, meaning the energy injected by the cross-
correlation of the unstable branch is balanced by the energy
sink by the cross-correlation of the stable branch and the
viscous damping. Only the correlation part contributes to a
heat flux, Q=C,+ C,, where an overall constant is set to one
for simplicity. From Fig. 13(a), the total heat flux is 40% of
the flux driven by the unstable modes, Q=C,+C,=0.4C,.
Then the flux driven by the stable modes is —0.6C,,. From the
energy budget, this means D,+D,~D,~0.4C, time-
asymptotically. The mixed terms of stable-unstable compli-
cate this simple analysis. However, as long as C +Cj is
consistent with Cg in sign, we have something approxi-
mately represented by C,=(-C,)+D,+D,. The significance
of the mixed terms should be further clarified in the future
research. Figure 13(b) shows how the electron thermal flux is
modified by the damped mode excitation. This damped mode
leads to a reduction of the heat flux from its quasilinear es-
timate by 50% at the dominant wavenumber k,=0.4.

V. CONCLUSIONS

In this paper, we have investigated the role of damped
eigenmodes in the transition of the ETG instability from the
linear to the nonlinear phase by secondary Kelvin—Helmholtz
instability. A 2D electromagnetic ETG fluid model is used in
these studies. We confirmed that KHI produces a rapid
breakdown of the primary structure. We show for the first
time that it creates dissipative structures in low poloidal
wavenumber, which persist in the nonlinear phase. High
wavenumber structures are only present transiently during
the transition.

The standard hydrodynamic picture asserts that the sec-
ondary Kelvin—Helmholtz instability drives the energy of the
linearly unstable wavenumbers to high wavenumbers where
it is dissipated. Numerical calculations show that as much
energy is dissipated at low k, as at high k, during the transi-
tion. The main role of the KHI in the ETG fluid model is to
transfer the energy of unstable modes to the high k,, where it

s
is rapidly dissipated in a transient process, and to low k,
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damped modes, which remain as an energy sink thereafter in
the nonlinear phase. The excitation of damped modes at the
wavenumbers where unstable modes exist and their energy
dissipation are also an essential element of the transition. In
the linear phase, the eigenmodes at low k, are excited by E
X B advection of thermal fluctuation. The low k, eigenmodes
interact with the linearly dominant unstable modes to give
rise to the stable modes. The E X B convection of vorticity,
the nonlinear term relevant to KHI, is responsible for initiat-
ing the transition from the linear to the nonlinear phase. The
subsequent nonlinear phase is sustained by the excitation of
damped modes by electron pressure advection.

Analysis using three-dimensional fluid and gyrokinetic
simulations will be pursued in the future. Given the involve-
ment of mixed terms in the dynamics linking the energy
drive by unstable modes, the nonlinear energy transfer be-
tween the stable and unstable modes, and energy dissipation
by damped modes, it would be worthwhile to explore theo-
retical aspects of two-point correlation from the standpoint
of eigenmode decomposition. The relevance of pressure ad-
vection in the fluid model may point to a process that creates
dissipative structures in velocity space in kinetic treatments.
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APPENDIX: DETAIL EXPRESSIONS OF ENERGY
TRANSFER RATES

The expressions I'[(&,k) and I'y(&,k) in Eq. (15) are
given in the following. The linear and nonlinear energy
transfer rates for the electrostatic potential fluctuation ¢ are

Ty (k) = ke, Im pcby — k& Im Ay, (Ala)

The linear and nonlinear energy transfer rates for the parallel
magnetic potential fluctuation A are

TL(Ak) =k Tm{A gy + Apits (A2a)

I'n(A.k) =Re <[¢,V1A]k—g[A,qb—p]k)(kiA;i) :
(A2b)

The linear and nonlinear energy transfer rates for the electron
pressure p fluctuation are

1 + 7]e *

FL(pek) = ky ? - En(l - T) Im pk¢k
— kK> Tm Agpy, (A3a)
rpdo=-ret (222 wal it camm
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The energy transfer rates I'y,,/(&,k) and ['yp,r(&,k) in
Eq. (19) are expressed explicitly in the following:

FLnn’(d)’k) = Cpn’ Im{[kyenpk(n) - kzkiAk(n)]d);:(n,)

+[n<n'l}, (Ada)

FNnn'(¢’k) = Chn’ Re ([qﬁ,Vi d)]k,n - g[A’VzLA]k,n> ¢z(’l')

+(n—n'), (A4b)

[ (AK) = o Im{[= kKT de(m)AG(n") + Kk pr(m)AK(n")]

+[n<n'l}, (A5a)
1—‘Nnn’(A’k) = Cnn’ Re ([(ﬁ’ViA]kn - g[A’¢_p]k,n)
XI2Ap(n') + (nn') (, (A5b)

l_‘Lnn' (P,k) = Cnpn’ Im{[kyEnPk(n) (ﬁ;:(l’l,) - kzkzLAk(n) ¢It(n,)]

+[n—n'"l}, (A6a)

FNnn’(psk) = Cnn’ Re ([QS’VZL (;b]k,n - g[A’VZLA]k,n> ¢z(n,)

+(nen)g, (A6b)

where nn’=(uu,us,ss), ¢,,=cg=1/2, and c,=1, and [-, -],
is the complex amplitudes of the mode (k,n) of the Poisson
bracket.
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